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ABSTRACT

Significant advances in RNA sequencing have
been recently made possible by using oligo(dT)
primers for simultaneous mRNA enrichment and re-
verse transcription priming. The associated increase
in efficiency has enabled more economical bulk
RNA sequencing methods and the advent of high-
throughput single-cell RNA sequencing, already one
of the most widely adopted methods in transcrip-
tomics. However, the effects of off-target oligo(dT)
priming on gene expression quantification have not
been appreciated. In the present study, we describe
the extent, the possible causes, and the conse-
quences of internal oligo(dT) priming across multi-
ple public datasets obtained from various bulk and
single-cell RNA sequencing platforms. To explore
and address this issue, we developed a computa-
tional algorithm for RNA counting methods, which
identifies the sequencing read alignments that likely
resulted from internal oligo(dT) priming and re-
moves them from the data. Directly comparing fil-
tered datasets to those obtained by an alternative
method reveals significant improvements in gene ex-
pression measurement. Finally, we infer a list of hu-
man genes whose expression quantification is most
likely to be affected by internal oligo(dT) priming and
predict that when measured using these methods,
the expression of most genes may be inflated by at
least 10% whereby some genes are affected more
than others.
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INTRODUCTION

Next-generation sequencing (NGS) of RNA is one of the
most commonly used methods to measure gene expression
in tissues as well as single cells, yielding readily quantifiable
information about the relative levels of protein production
as a proxy to cellular activity.

Oligo(dT) probes have been used in RNA sequencing
to simultaneously enrich for poly(A) tail-containing mR-
NAs and prime the reverse transcription to cDNA. This
highly efficient approach is especially useful for gene expres-
sion quantification using very low abundance input RNA
- for example, from individual cells (1). For this reason,
oligo (dT) priming is employed by virtually all existing
high-throughput single-cell RNA sequencing (scRNA-seq)
methods (e.g. Drop-seq, inDrop, 10X, Seq-well, sci-RNA-
seq) (2-6), some of the low-throughput ones (e.g. Smart-
seq, CEL-seq) (7,8), and even some cost-effective bulk RNA
sequencing methods (e.g. QuantSeq, TagSeq, 3'Pool-seq)
(9-11).

Most of these methods aim to quantify gene expression
by counting the number of mRNA molecules that originate
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from their respective genes using the underlying assumption
that oligo(dT) priming only takes place at the 3’-poly(A)
tails. The number of priming events is therefore assumed to
correspond to the number of original molecules of mRNA
before any subsequent PCR amplification takes place.
However, this assumption is only correct for transcripts
that do not contain additional, internal oligo(dT) priming
sites.

While the 3'-terminal poly(A) tails of mRNA are added
during post-transcriptional processing of nascent mRNAs,
some of the RNA molecules also contain genome-encoded
poly(A) sequences (adenine single-nucleotide repeats or A-
SNRs). These internal priming sites can lead to ‘off-target’
oligo(dT) hybridization, as reported previously in stud-
ies on gene identification, alternative polyadenylation, and
scRNA-seq analysis (Figure 1A).

Early gene identification efforts that relied on 3'-terminal
oligo(dT) priming of entire transcripts often resulted in
truncated cDNAs, whereby internally hybridized oligo(dT)s
initiated cDNA synthesis and simultaneously prevented ex-
tension of reverse transcription primed at a downstream
poly(A) tail (12). Through this process, internal priming led
to the misidentification of the extent of transcripts. Addi-
tionally, it has been suggested that internal oligo(dT) prim-
ing (i.e. onto genome-encoded A-SNRs) may even take
place at a higher frequency than terminal priming (i.e. onto
poly(A) tails), in a ratio of up to 3:1. This seems to be due
to the fact that the relatively higher stability of oligo(dT)
hybridization to the long poly(A) tails may paradoxically
often lead to their hybridization with 3’ overhangs, prevent-
ing cDNA extension. The recommended solution is the use
of anchored oligo(dT) primers (i.e. oligo(dT)s with 1-2 nu-
cleotides other than T at their 3’ end), which relatively limits
but does not completely prevent internal oligo(dT) priming,
pointing to the need to remove these alignments from the
resulting data computationally.

Similarly, in studies that focus on alternative polyadeny-
lation, internal oligo(dT) priming may lead to the identi-
fication of false polyadenylation sites (13,14). In this con-
text, various rules and methods have been previously used
in data analysis to identify and filter out sequencing read
alignments that might have resulted from internal oligo(dT)
priming. Examples include identification of the following
genomic features directly adjacent to the 3’ end of the align-
ments, suggestive that the sequencing reads originated from
internal oligo(dT) priming: six continuous adenines (As) or
more than seven As in a 10 nucleotide (nt) window (13),
AG-runs of six or more nts or eight or more As or Gs in a
10 nt window (15), eight or more As or high A/T content (27
out of 30 bases) (16), and 12 or more adenines present in an
18 nt window (17). However, because these polyadenylation
site studies use 3’ reverse sequencing reads directly adjacent
to their associated priming events (‘REV,” Figure 1A), these
filtering methods are not suitable for use in RNA sequenc-
ing methods that use 5’ forward reads (i.e. the methods most
frequently used for gene expression quantification), which
are always separated by some genomic distance from their
respective priming events (‘FWD,” Figure 1A).

In the context of scRNA-seq, internal oligo(dT) priming
has only been previously discussed for the purposes of anal-
ysis termed ‘RNA velocity’ (18). Because A-SNRs are com-

monly found in introns, oligo(dT) hybridization to these se-
quences in unspliced pre-mRNA may lead to the genera-
tion of intronic sequencing reads. Therefore, in RNA veloc-
ity, detection of intronic alignments in sScRNA-seq data is
used to derive changes in gene expression over time. How-
ever, the contribution of internal priming to exonic align-
ments, which are the ones most often used for gene expres-
sion quantification, has not been previously characterized
in scRNA-seq data. Additionally, a bias in sequencing data
associated with oligo(dT)s hybridizing to genomic poly(A)
sequences has been previously reported in the SMART li-
brary preparation method (19), which is used in scRNA-seq
to yield complete coverage across transcripts, but the impact
on the measured gene expression remains unclear.

To our knowledge, internal oligo(dT) priming to A-SNRs
has not been thoroughly characterized nor previously ad-
dressed in the context of the FWD sequencing methods,
which are used for gene expression quantification and there-
fore constitute the most common use of oligo(dT) prim-
ing in RNA sequencing, including virtually all scRNA-
seq methods. The fact that oligo(dT) primers may spuri-
ously hybridize to one or more internal, genome encoded
A-SNRs in addition to the targeted poly(A) tails of mRNA
molecules from a given gene could lead to a higher proba-
bility or even multiplicity of detection of mRNA molecules
that contain these A-SNRs. We, therefore, reasoned that in-
ternal oligo(dT) priming may lead to relative overinflation
of measured mRNA molecule abundance in genes that con-
tain genome-encoded poly(A) sequences (A-SNRs), intro-
ducing bias in the gene expression data.

We analyzed publicly available datasets obtained with
various bulk and single-cell RNA sequencing methods that
use oligo(dT) priming and found that all of them exhibited
signs of internal priming, suggesting that this is a widely
prevalent phenomenon. We subsequently developed the
first algorithm to filter out the sequencing read alignments
that likely resulted from internal priming in oligo(dT)-based
FWD sequencing RNA count datasets. We show that re-
moving these internally primed alignments as an additional
data processing step improves the accuracy of gene expres-
sion count data. Based on these findings, we ranked human
genes by their likelihood to be subject to internal oligo(dT)
priming when expressed, suggesting that expression of more
than half of all genes may be inflated by at least 10% but that
this phenomenon does not affect all genes equally.

MATERIALS AND METHODS
Datasets used

All datasets used originated from previous publications
by authors not associated with this study and are pub-
licly available. For the ERCC spike-in standards anal-
ysis, the QuantSeq 3’ mRNA-Seq REV dataset by
Wu et al. (20) was obtained from Gene Expression Om-
nibus (GEO) Accession GSE137612. Specifically, the sam-
ple ‘siGFP_noPAP_in_batch5’ (FASTQ file from Sequence
Read Archive (SRA) SRR10134316) was selected due to
being a control sample with the highest sequencing depth.
This dataset was also used to calculate the aggregate exonic
RNA sequencing coverage upstream of transcript 3’ ends and
A-SNRs, along with the QuantSeq dataset by Ma ez al. (21)



and PBMCI1 10X (v2) A dataset by Ding et al. (22), as de-
scribed below. Parameter optimization through iterative fil-
tering was carried out on the following datasets: QuantSeq
3’ mRNA-Seq FWD dateset by Ma et al. (21) was obtained
from GEO Accession GSE116949, using the ‘Lexogen con-
trol diet 1’ sample (SRA FASTQ file SRR7510922) along
with the associated random oligo priming-based ‘KAPA
control diet 1’ sample (SRA FASTQ file SRR7510916).
The 10X, CEL-seq2, Drop-Seq, inDrop, and Seq-well sin-
gle cell (Human PBMC1 and PBMC?2) and single nuclei
(Mouse Cortex1) datasets by Ding et al. (22) were obtained
along with the respective random oligo priming-based bulk
datasets from GEO Accession GSE132044.

ERCC spike-in standards analysis

Using the FASTQ files by Wu et al. (20), a BAM file was
generated as described in the original publication except
for removal of alignments mapped to genomic A-rich po-
sitions. STAR v2.7.3a was used for genome indexing and
read alignment (23).

Subsequently, all alignments mapped to the ERCC ref-
erence sequences were counted with a custom python
script using package pysam v0.16.0.1, while alignments that
mapped further than 75 bp upstream of the ERCC poly(A)
tails were counted as non-terminal (Figure 2). The distance
of 75 bp was selected as a conservative cutoff to signify a
distinct priming event, considering that Wu et al. clustered
any alignments within 25 bp for the purposes of their 3’
end analysis and the sequencing length used to generate this
data was 75 bp. ERCCs with no alignments detected (before
removal of non-terminal alignments) were removed from
the data. To plot and calculate the correlations of input
concentrations vs. output alignment counts, the input con-
centrations (originally in attomoles/ul) were multiplied by
100 to obtain attomoles/100 ul. Subsequently, for both the
input concentrations and the output alignment counts, the
natural log-transformation was applied after adding a pseu-
docount of 1. Aggregate coverage per bp along the ERCC
reference sequences was also obtained using pysam.

Genome scanning for A-SNRs

We used the GRCh38 v3.0.0 Cell Ranger reference (hu-
man, Figure 3A, B), mml0 v3.0.0 Cell Ranger refer-
ence (mouse, Supplementary Figure S1A), Dmel_Release_6
FlyBase reference (fruit fly, Supplementary Figure S1B)
(24), and Os-Nipponbare-Reference-IRGSP-1.0 reference
(rice, Supplementary Figure S1C) (25) for genome scan-
ning and assignment of genomic annotations. The refer-
ence genomes were scanned for A-SNRs on (as well as T-
SNRs, i.e. A-SNRs on the opposite strand) with a cus-
tom python script using Biopython v1.74 Bio.SeqlO pack-
age (26) and relative (observed/expected) A-SNR frequency
was calculated as described by Murray (27). Genomic an-
notations were extracted using python package gffutils
v0.10.1. The proportions of SNRs at each length assigned
to their respective genomic annotations were normalized
by the total proportion of the genome with this annota-
tion, as follows: genomic regions annotated as ‘exon’ in
at least one transcript were considered exonic, the remain-
ing non-exonic genomic regions covered by at least one
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transcript (annotated as ‘transcript’ in most references, or
as ‘mRNA’ in the fruit fly reference) were considered in-
tronic, and the remaining genomic regions were considered
intergenic.

Aggregate exonic RNA sequencing coverage

Each of the datasets was processed as described by the au-
thors in the respective original publications; datasets by
Ding et al. (22) were always processed using their scumi
pipeline to ensure a fair comparison between different li-
brary preparation methods. The respective reference anno-
tations were scanned for 3’ ends of non-overlapping tran-
scripts, the reference sequences were scanned for A-SNRs,
and the dataset BAM files were used to calculate the sur-
rounding RNA sequencing coverage (Figure 3C, D and
Supplementary Figure S2). Per-base sequencing coverage
was subsequently normalized by the expected (mean) per-
base coverage across all exons (i.e. total exonic coverage
across the entire genome divided by the number of non-
overlapping bps annotated as exons) and divided by the
number of potential priming events (transcript 3’ ends or
A-SNRs).

Python algorithm to filter out internal alignments

We designed a custom python algorithm that uses Biopy-
thon’s Bio.SeqlO, gffutils and pysam packages to scan
a given reference genome for A-SNRs of given minimal
length (the minimal A-SNR length parameter) with a given
maximal number of mismatches (i.e. any non-A bases; the
maximal number of mismatches parameter), to remove all
non-terminal alignments in a given dataset (binary align-
ment map (BAM) file) that are found up to a given coverage
distance upstream of each A-SNR identified, but not within
the same distance of a 3’ end of any annotated transcript
(the maximal coverage distance parameter, Figure 1B).

Specifically, the algorithm does so by carrying out the fol-
lowing sequence of steps:

1. Scan the reference genome annotation (a GTF/GFF file)
for all transcripts and save those that have any exonic cov-
erage associated with them in the sequencing dataset (a
BAM file).

2. Protect the 3'-terminal segments of all covered transcripts
up to exonic (i.e. not counting introns) length equal to
the maximal coverage distance. Any sequencing reads
aligned within these protected segments will be kept in
the dataset.

3. Scan the reference genome sequence (a FASTA file) to
identify all A-SNRs whose length is equal to or greater
than the minimal A-SNR length, with the maximal num-
ber of mismatches allowed. No mismatches are allowed in
the first or last bp of the A-SNR.

4. Identify internal priming segments up to the maximal
coverage distance upstream of these A-SNRs and over-
lapping non-terminal exonic portions of all covered tran-
scripts.

5. Remove all alignments in the dataset (a BAM file) that
overlap with these internal priming segments.
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Figure 1. Oligo(dT) priming-based RNA sequencing and filtering param-
eters. (A) A simplified diagram describing the overall steps in transcription
from DNA to mRNA and the subsequent process of oligo(dT) priming, re-
verse transcription to cDNA, and sequencing. Internal oligo(dT) priming
takes place at genome-encoded A-SNRs, while terminal oligo(dT) prim-
ing takes place at post-transcriptionally added poly(A) tails. Depending
on the method used, the sequencing takes place either from the 5 (FWD
methods used for mRNA quantification) or the 3’ (REV methods used
for polyadenylation site detection) end of the cDNA fragment, resulting
in reads in either sense or antisense direction, respectively. For that rea-
son, each sequencing read in the REV methods is directly adjacent to the
oligo(dT) priming event that gave rise to its cDNA, while in the FWD
methods, the priming event and the associated sequencing read are sepa-
rated by a gap of variable length given by the length of the cDNA frag-
ment sequenced. (B) An illustration of FWD internal and terminal se-
quencing reads aligned to their respective reference gene with the parame-
ters used in the filtering algorithm visualized. All sequencing reads aligned
within the maximal coverage distance upstream of all A-SNRs of minimal
A-SNR length with up to the maximal number of mismatches (i.e. inter-
nally primed reads, in orange) are removed from the dataset, while any
sequencing reads aligned within the same maximal coverage distance up-
stream of the 3’ ends of any transcripts (i.e. terminally primed reads, in
green) are always kept in the dataset. Note that the filtering algorithm was
designed specifically for FWD sequencing methods, in which the variable
gap between the oligo(dT) priming events and the associated sequencing
read alignments in the reference genome is accounted for by the maximal
coverage distance filtering parameter.

It is also possible to run this algorithm with the option to
include the intronic annotations and coverage (as was done
in the case of single nuclei RNA sequencing data filtering).
When minimal A-SNR length is set to 0 (or ‘None’), this al-
gorithm removes all non-terminal alignments—i.e. all reads
that are not aligned within the segments protected in step 2,
regardless of their association with A-SNRs.

Parameter optimization through iterative filtering

Each of the oligo(dT) priming-based datasets studied was
processed as described in the respective original publica-
tion except for additionally filtering thus generated BAM

files, as described below, before further processing the
data.

Using the algorithm described in the previous section and
varying the three input parameters, we repeatedly filtered
each of the oligo(dT) priming-based datasets studied to
maximize the correlation with the random oligo priming-
based gold standard dataset obtained from the same biolog-
ical sample (the correlations were calculated as described in
the respective original publications). Due to the limitations
of the computational resources available, instead of testing
all the possible input parameter combinations, we carried
out the filtering iteratively, using the set of parameters in the
vicinity of those that previously yielded the highest correla-
tion, assuming that the underlying function was generally
concave with one global maximum and no local maxima.

We selected a conservative set of starting filtering param-
eters based on our observations (Figure 3C, D and Supple-
mentary Figure S2), such that the optimal values were ex-
pected to be found within the ranges tested, as follows:

Maximal coverage distance: 100, 300, 500, 700, 900

Minimal A-SNR length: 0,4,8,12,16

The minimal A-SNR length of ‘0’ indicates that all non-
terminal alignments were removed, regardless of their as-
sociation with any A-SNRs. Filtering using all 25 possible
combinations of these starting parameter values yielded a
5 x 5 matrix of resulting correlations (Supplementary Fig-
ure S3). The parameter values yielding the highest correla-
tion were then selected to be the central points in the subse-
quently tested value ranges of these parameters. For exam-
ple, among the parameters used above, if the highest corre-
lation was found by using the maximal coverage distance of
300 and minimal A-SNR length of 4, the subsequently tested
values were:

Maximal coverage distance: 100, 200, 300, 400, 500

Minimal A-SNR length: 0,2,4,6,8

This process was repeated until the maximal resolution
was achieved and no further iterations were possible. Such
optimization was carried out for sequential values of the
maximal number of mismatches starting with zero until no
further improvement in correlation was observed.

Ranking genes by likelihood to attract internal priming

Optimally filtered 10X PBMCI dataset by Ding et al. (22)
was used to rank the genes. We used R package zoib (28) to
derive the per-gene dependence of proportion of optimally
filtered out alignments on the genes’ exonic length and A-
SNR content, using a Bayesian zero-one inflated beta re-
gression model, as follows:

E(Y)=Bo+ BiIL+ BoSi + B3 + B4S3 + ... + BsoSss

where E(Y) € [0, 1] is the expected proportion of internally
primed reads removed by filtering, L is the collapsed exonic
length of the gene in bp, and Sy is the number of exonic
A-SNRs of length N (including up to 1 mismatch) con-
tained in the given gene, as per the GRCh38 v1.2.0 Cell



Ranger human reference genome (used by the authors of
this dataset). Note that not all A-SNR lengths below 55
were represented in the model due to their absence among
exonic A-SNRs across the expressed genes used to derive
this model. The specific model used was selected as the one
that generated the lowest mean squared error (MSE) on out-
of-sample data among all tested models. The mean of the
Bayesian posterior predictive sample (n = 800) was used
as the resulting prediction, E(Y), for each gene. All human
genes were subsequently rank-ordered by these predictions.
The posterior predictive sample for Gene ‘GREM1’ (ID
ENSG00000166923) yielded 751 ‘NA’ values due to their
calculation involving numbers too large for computation
using R but whose value is expected to be approaching 1.
The prediction for this gene, which was made based on the
remaining values (n = 49) that were all very close or equal
to 1, is therefore expected to be accurately reflective of or
slightly lower than the true prediction for this gene, having
no effect on it already being the top-ranked gene.

Code availability

The python code for the BAM filtering algorithm as well as
all other analyses described in this publication is available
at https://github.com/MarekSvob/polyAfilter.

RESULTS

External RNA Controls Consortium (ERCC) spike-in stan-
dards exhibit signs of internal oligo(dT) priming

ERCC standards are synthetic RNA molecules with
poly(A) tails that are routinely used for baseline mea-
surements and normalization of RNA sequencing data
by comparing the known input ERCC concentrations to
the sequenced output quantities (29). To assess whether
oligo(dT)s may be prone to internal priming, we first set
out to examine a publicly available dataset by Wu et al.
(20), which was enriched with ERCC spike-in standards.
This dataset was generated using the Lexogen QuantSeq 3
mRNA-Seq REV (‘Lexo REV’) library prep kit, which is
a bulk RNA sequencing protocol that aims to pinpoint the
exact 3’ ends of transcripts by generating antisense reads di-
rectly upstream of the oligo(dT) priming event (Figure 1A).
We reasoned that if internal priming did occur during the
creation of this dataset, we would be able to detect outliers
among the ERCC standards whose measured output align-
ment counts are higher than expected from their input con-
centrations.

Indeed, by comparing the known input concentrations of
the ERCC standards to their respective resulting alignment
counts after sequencing, we detected several notable outliers
in the data (Figure 2A). After removal of all non-terminal
ERCC alignments, which mapped further (i.e. more than
75 base pairs (bp)) upstream than reasonably expected to
result from the oligo(dT)s priming onto the poly(A) tails,
the outliers’ alignment counts moved closer to their ex-
pected values and the overall correlation of the input con-
centrations with the detected output counts increased sig-
nificantly (Pearson’s r increased from 0.91 to 0.94, P ~
0.006 calculated using two-tailed Williams’ z-test (30); Fig-
ure 2B). We examined where the alignments mapped on the
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ERCC reference sequences and found that a large portion
of the ERCC-associated non-terminal alignments mapped
directly upstream of internal SNRs of five or more consecu-
tive As (Figure 2C). ERCC spike-in standards therefore may
be subject to internal oligo(dT) priming, possibly secondary
to oligo(dT)s” hybridization to A-rich internal sequences on
the ERCC standards. Interestingly, Wu et al. did not use the
ERCC sequencing data in their final data analyses, citing in-
consistent results.

Oligo(dT)-primed RNA sequencing reads are enriched up-
stream of genome encoded poly(A) sequences

To determine if internal priming might also be detected in
experimental RNA sequencing data, we first scanned the
human genome for the presence of A-SNRs on both strands
(i.e. A-SNRs and T-SNRs, which are equivalent to A-SNRs
found on the opposite strand of the genome) and quanti-
fied their relative abundance by length (Figure 3A; for scan-
ning results of other commonly used reference genomes,
see Supplementary Figure S1). As previously reported for
both A/T- and C/G-SNRs (27), the relative frequency of
A-SNRs nine or more nucleotides long normalized by their
expected frequency increased logarithmically with increas-
ing A-SNR length, suggesting the presence of evolutionary
processes that favor long stretches of adenines and hence
provide more opportunities for internal oligo(dT) priming.
Since most RNA sequencing gene expression data analyses
commonly focus on reads that specifically align to exonic
sequences of genes, we also determined the relative distribu-
tion of A-SNRs with respect to their genomic annotations
(Figure 3B and Supplementary Figure S1). We found that
while the abundance of A-SNRs was relatively depleted in
exons compared to other genomic annotations, exons still
contained a considerable proportion of A-SNRs, rendering
these sites viable candidates for internal oligo(dT) priming
that could potentially result in inflated exonic sequencing
read counts.

We, therefore, measured aggregate exonic RNA sequenc-
ing coverage upstream of potential priming events in three
datasets, each created using a different library preparation
method but all utilizing oligo(dT) priming: the Lexo REV
dataset by Wu et al. discussed above (bulk RNA sequenc-
ing in the antisense orientation) (20), a Lexogen QuantSeq
3’ mRNA-Seq FWD dataset by Ma et al. (‘Lexo FWD,
bulk RNA sequencing in the sense orientation) (21), and
a 10X Genomics Chromium Single Cell 3’ (v2) dataset
by Ding et al. (‘10X’°, scRNAseq in the sense orientation)
(22). First, we measured aggregate exonic RNA sequenc-
ing coverage aligned in the vicinity of annotated transcript
3’ ends (terminal coverage) across the respective reference
genomes. As expected, we observed an enrichment of se-
quencing reads directly upstream (Figure 3C) of transcript
3’ ends, originating from terminal oligo(dT) priming onto
poly(A) tails of mRNA molecules. Also as expected from
the differences between the respective library preparation
methods (Figure 1A), alignment enrichment in the Lexo
REV dataset was found directly upstream of and adja-
cent to the transcript 3’ ends (reads being in the antisense
orientation with respect to the transcript reference), while
the enrichment peaks were further upstream in the Lexo
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Figure 2. Removal of non-terminal ERCC alignments from bulk oligo(dT) priming-based data. (A) Correlation between the log of input ERCC concen-
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are not shown. The color scale indicates the proportions of non-terminal reads (>75 bp upstream of the poly(A) tail) aligned to each respective ERCC
reference. Numbers of the six ERCCs with the highest proportions of non-terminal coverage are annotated. (B) Correlation plot similar to that in (A) after
the removal of non-terminal alignments, with the same ERCCs annotated. (C) The RNA sequencing coverage tracks of the six ERCCs annotated in (A) and
(B). Per-basepair sequencing coverage is shown in gray with the maximum coverage indicated on the y-axis. In orange, SNRs of five or more consecutive
As (including the poly(A) tails, which are synthesized as a part of the ERCCs) in each ERCC reference are highlighted (P-values were calculated using a

two-tailed ¢-test).

FWD and 10X datasets (with reads in the sense orienta-
tion). Analogously, we scanned the same datasets for ag-
gregate exonic coverage in the vicinity of exonic SNRs of
five or more continuous adenines (internal coverage) across
the respective genomes and intriguingly, we also found en-
richment directly upstream of these loci and the distances
of the enrichment peaks from the A-SNRs mirrored those
seen upstream of transcript 3’ ends, as described above (Fig-

ure 3D). The most likely explanation for this internal cov-
erage enrichment is that these sequencing reads resulted
from oligo(dT)s priming onto the A-SNRs found in the se-
quenced mRNA molecules. Moreover, the relative enrich-
ment upstream of A-SNRs increased with increasing A-
SNR length, suggesting that longer stretches of A-SNRs
are more likely to attract oligo(dT) priming (Supplementary
Figure S2).
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Removal of internally primed reads improves the accuracy of //fags.lexogen.com/faq/What-is-the-typical-fragment-size-
oligo(dT)-based RNA sequencing data for-QuantSeq-Libraries/3F.118686112.html). In these
oligo(dT) priming-based methods, the reads that align to
the reference genome are sequenced from the 5 end toward
the 3’ end in the sense strand (FWD) orientation and are
usually less than 100 bp long (Figure 1A). As a result,
these sequencing reads align to the reference genome up to
several hundred bps upstream of the region corresponding

We next sought to investigate whether removal of inter-
nal alignments upstream of A-SNRs may lead to improved
accuracy of mRNA counts in oligo(dT)-primed RNA se-
quencing data. For this purpose, we focused on the anal-
ysis of publicly available datasets that had been gener-
ated using the most common bulk and SIngle-cell'RNA to the original oligo(dT) priming event (either onto a
sequencing library preparation methods for counting of IV(A) tail A-SNR licating th it
mRNA molecules via oligo(dT) priming and sense-oriented p? ylg ) ail or an . h)’hc omp 11ce} ng the associa 103
sequencing (Lexo FWD bulk dataset by Ma et al. (21), and Ol' the priming event with the resulting sequencing rea
10X, CEL-seq2, Drop-Seq, inDrop and Seq-well single-cell a 11%? meéllt' his di b h .

datasets by Ding et al. (22)). Each of these datasets also had otably, this distance gap between the priming event

an associated random oligo-primed bulk RNA sequencing gnd the associated seguencing read aljgnment is observed
dataset generated from the same biological sample used as in the FWD sequencing methods, which focus on mRNA

. . counting. Methods that instead focus on polyadenylation
a gold standard to correlate their gene expression measure- . . .
site detection commonly use sequencing reads from the
ment accuracy.

. . 3’ end toward the 5 end of the mRNA in the antisense
Due to the constraints of next-generation sequenc- . . . .
. . - strand (REV) orientation directly upstream of and adjacent
ing, all of these methods are optimized to yield

cDNA libraries with fragments of a length limited to to the oligo(dT) pr'iming event (i.e..wi.th no distance' gap,
about 500 bp (e.g. the mean fragment size including Figure 1A), Whlqh is used I pinpointing the exact site of
adaptors for thé .QuantSeq libraries is 335-456 bp polyadenylation in these studies. This difference in the pres-

. . - - B . ; ence of the gap is also illustrated in Figure 3C, D, where
with the cDNA. insert size being 203-324 bp; https: the peak sequencing coverage from the ‘Lexo REV’ dataset
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is always directly adjacent to the respective priming events,
unlike the peaks from the ‘Lexo FWD’ and ‘10X’ datasets,
which are located more upstream. Moreover, in the REV se-
quencing data, the terminal and internal oligo(dT) priming
events can be distinguished due to the fact that the termi-
nal alignments contain the polyadenylation signal and the
internally primed alignments show adenine enrichment (A-
SNRs) directly downstream.

However, because the sequencing read alignments in the
RNA counting FWD library preparation methods primar-
ily discussed here are not adjacent to their oligo(dT) prim-
ing sites, terminally and internally primed alignments can-
not be distinguished based on the presence of polyadeny-
lation signals in the reads or adenine enrichment directly
downstream and, therefore, filtering methods previously ap-
plied in polyadenylation studies using REV sequencing can-
not be applied in gene counting methods that use FWD
sequencing. Instead, a completely novel filtering algorithm
has to be developed to take into account the distance (i.e.
the maximal coverage distance) of the alignments from their
respective priming events (3’ transcript ends for terminal
priming and A-SNRs for internal priming) to correctly
identify and remove the sequencing read alignments that
likely resulted from internal priming (Figure 1B).

In addition to the maximal coverage distance, the minimal
length of an A-SNR that is sufficient for oligo(dT) priming
to occur (minimal A-SNR length) also has to be determined
for correct identification of internally primed alignments.
Finally, as we suspected that A-SNRs may attract oligo(dT)
priming even if they contain one or several other bases, we
also had to determine the maximal number of mismatches
allowed in A-SNRs for internal priming to occur in these
library preparation methods.

We, therefore, developed an algorithm that filters inter-
nally primed sequencing reads from an aligned RNA se-
quencing dataset given the parameters of maximal cover-
age distance, minimal A-SNR length and the maximal num-
ber of mismatches allowed (Figure 1B). By iteratively apply-
ing this filtering algorithm, we then optimized these three
parameters separately for each oligo(dT) priming-based
dataset studied to maximize its accuracy (Supplementary
Figure S3), i.e. its correlation with a gold standard bulk
RNA sequencing dataset (one that uses random oligo prim-
ing) obtained from the same biological sample. We found
that the optimal parameters, as well as the relative increase
in correlation, differed across the methods but for each of
the datasets studied, such a combination of filtering param-
eters could be found that resulted in a statistically signif-
icant increase in RNA sequencing accuracy (Figure 4A).
Notably, although removal of all non-terminal alignments
(i.e. those outside the maximal coverage distance upstream
of transcript 3’ ends, regardless of their association with A-
SNRs) improved the data accuracy in all non-bulk datasets
for at least some values of maximal coverage distance, in all
the datasets studied the highest increase in accuracy was ob-
served after specific removal of only those alignments that
were associated with A-SNRs. Additionally, there was no
correlation between the number of exonic alignments re-
moved and the resulting accuracy of the dataset (Supple-
mentary Figure S4). When a proportion of exonic align-
ments equal to that in the optimally filtered dataset was

removed randomly (i.e. regardless of their association with
A-SNRs or transcript 3’ ends), the accuracy of the dataset
decreased compared to the baseline before filtering (Supple-
mentary Figure S4D). These results support the idea that in-
ternal priming events from A-SNRs specifically contribute
to erroneous sequencing reads and thus decrease the accu-
racy of gene expression quantification.

The improvement of accuracy was the highest for the sin-
gle nuclei dataset, where sequencing reads aligned to introns
(along with those aligned to exons) were included in gene
expression quantification (Figure 4B-G), as is common for
single nuclei sequencing datasets (22,31). As expected from
the higher relative abundance of A-SNRs in introns than
in exons (Figure 3B), this dataset had the highest propor-
tion of alignments filtered out, removing about 64% of in-
tragenic (exonic and intronic) alignments overall (Supple-
mentary Table S1), ranging from 38% to 100% per cell (Fig-
ure 4F). Interestingly, after filtering, the ‘Endothelial’ cell
type was no longer detected in this mouse cortex sample,
while one of the two cell clusters previously assigned to the
‘Inhibitory neuron’ cell type was now ‘Unassigned,” con-
firming the spatial separation of these two cell clusters in the
t-SNE plot as indicative of a difference in cell types (Fig-
ure 4G). When we analyzed this dataset considering only
exonic alignments (as is common for single-cell datasets),
the correlation with the associated bulk dataset was signifi-
cantly higher than with intronic alignments included before
filtering (0.710 without, compared to 0.469 with intronic
alignments included) and it further increased after optimal
filtering (0.753 compared to 0.734, respectively; Supplemen-
tary Figure S5). Inclusion (or lack thereof) of intronic align-
ments in the analysis of each associated random oligo bulk
dataset mirrored that of the oligo(dT) dataset it was com-
pared to. Because introns contain a relatively high abun-
dance of A-SNRs, which are associated with spurious se-
quencing reads, the inclusion of intronic alignments likely
further decreases the accuracy of gene expression quantifi-
cation.

A linear model ranks genes by the likelihood that their reads
result from internal oligo(dT) priming

Of the methods studied, 10X is currently the most widely
used mRNA counting library preparation method, as it is
the most user-friendly and it shows the most consistency in
results among the single-cell methods (22). Additionally, its
accuracy was the highest at baseline before the filtering, and
also the minimal A-SNR length for optimal filtering was the
highest among the single-cell methods tested (Figure 4A),
resulting in the lowest proportion of alignments removed
(Supplementary Table S1). Therefore, we used the 10X Hu-
man PBMCT1 single-cell dataset by Ding et al. (22) to derive
a conservative linear model and predict the proportion of
sequencing reads optimally filtered out for each human gene
as a function of its exonic length and number of A-SNRs
it contains. Using these predictions, we ranked all genes
by the likelihood that their alignments result from inter-
nal oligo(dT) priming (Supplementary Figure S6 and Sup-
plementary Table S2; the extended version of this table is
available online: https://svoboda.shinyapps.io/SNRtable/).
These results suggest that in oligo(dT) priming-based se-
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Lexo FWD Mouse liver (bulk) 182 11 1 0.920 0.922
10X Human PBMC1 (sc) 275 9 1 0.914 0.919 -
10X Human PBMC2 (sc) 180 11 2 0.900 0.910 -
inDrop Human PBMC1 (sc) 377 2 0 0.882 0.904 —
Seqg-Well Human PBMC1 (sc) 181 5 2 0.881  0.930 —
Drop-Seq Human PBMC1 (sc) 181 5 2 0.839 0.887 —
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Figure 4. Optimized filtering parameters by library preparation method and details of the single nuclei dataset. (A) Table of the optimized filtering values
for each respective dataset studied along with the correlation change (visualized difference between the correlation before and after filtering; single-cell
correlation values before filtering reproduced from Supplementary Figure 11 in (22)). P << 0.001 for each correlation, as well as for each difference between
the correlations before and after filtering (adjusted using the Bonferroni correction). Abbreviations used: ‘Cov Dist’: maximal coverage distance; ‘SNR
Len’: minimal A-SNR length; ‘Mism’: maximal number of mismatches; ‘Corr’: correlation; ‘sc’: single cells; ‘sn’: single nuclei. (B) Correlation of gene
expression in the sample of mouse cortex nuclei between the 10X (oligo(dT)) and bulk (random oligos) methods, with intronic alignments included in gene
expression quantification for both. (C) Correlation between the same datasets as in (B) after filtering the oligo(dT) dataset using the optimal parameters for
this dataset listed in (A). Both (B) and (C) are 2D histograms sharing the rainbow color scale depicting the density of genes in each region with the line of
best fit in gray. (D) Visualization of changes between (B) and (C), where the regions with fewer and more genes in (C) relative to (B) are depicted by orange
and green, respectively. (E) A t-SNE plot of the single nuclei mouse cortex 10X dataset colored by the cell types detected (reproduced from Figure 6A in
(22)). (F) The same t-SNE plot as in (E), colored by the proportion of alignments optimally filtered out from each cell, as per the adjacent color scale. (G)
A t-SNE plot of the same dataset as in (E) and (F), after the internally primed alignments have been optimally filtered out. The colors correspond to the
same cell types as in (E). (P-values were calculated using a two-tailed z-test.)

quencing count methods, internal priming accounts for at
least 10% of measured expression in over half of the genes
and for over 1.4% of the genes, internal oligo(dT) priming
may represent >50% of the measured expression, highlight-
ing the uneven distribution of this effect among the genes
and therefore constituting a systematic bias.

As seen in Figure 5, the ten genes with the highest pre-
dicted probabilities of internal oligo(dT) priming all con-
tain numerous A-SNRs of lengths nine or higher with up to

one mismatch, as per the optimal filtering parameters for
this dataset (Figure 4A). All of these genes were detected
as expressed in the 10X Human PBMCI1 single-cell dataset,
with only a minority of the sequencing reads aligned in the
terminal portions of annotated transcripts (i.e. upstream of
the transcript 3’ ends), while most of the alignment peaks
were found upstream of the genome-encoded A-SNRs men-
tioned above. This observation strongly suggests that these
alignments originated from internal oligo(dT) priming. Al-
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Figure 5. Sequencing coverage of the top 10 genes predicted to be affected by

internal oligo(dT) priming. Genome tracks of each respective gene with

the chromosome coordinates (x-axes) shown in the ‘+’ strand orientation. The sense strand of each gene is indicated next to the chromosome number

(‘Chr#[+/-]) in the upper right corner of each genome track and in the color
orientation) and light orange color signifying the ‘-’ strand (displayed in 3'—

of the track with light blue signifying the ‘+’ strand (displayed in 5'—3’
5 orientation). The thick bars underneath the genome tracks depict the

extent of exon annotations collapsed across all transcripts for each respective gene. Per-basepair sequencing coverage is shown in black with the maximum
coverage indicated on the y-axis. The locations of genome-encoded SNRs of nine or more adenines with up to one mismatch are indicated by the solid
orange vertical lines. The different 3" ends (polyadenylation sites) for each mRNA transcript variant are indicated by the dashed green vertical lines. In the
absence of internal poly(dT) priming, sequencing coverage would be expected to be detected only upstream (in each gene’s sense orientation) of these 3

ends.

though these data represent sequencing of single-cell RNA
(as opposed to that from single nuclei, which is expected
to contain a higher proportion of intronic sequences) and
the gene predictions were made with respect to only exonic
A-SNRs, the top ten genes show a considerable amount of
intronic coverage as well, in agreement with previous stud-
ies (18). Interestingly, cells expressing the second-highest
ranked gene, KCNQ1OT1, have been previously discarded
from oligo(dT) priming-based scRNA-seq datasets due to
the ‘artifactual’ expression of this gene (32). Filtering out
internally primed alignments may have obviated the need
to discard cells from these sScRNA-seq datasets.

DISCUSSION

Oligo(dT) priming-based sequencing has revolutionized bi-
ology in recent years by enabling massively parallel se-
quencing of RNA from individual cells, while also inspir-
ing the emergence of more economical bulk RNA sequenc-
ing methods. As next-generation sequencing is being grad-
ually replaced by third-generation sequencing, which pro-

duces much longer reads without the need for sequence am-
plification (33), oligo(dT) priming-based methods have the
distinct advantage of dispensing with the need to sequence
the entire RNA molecule, instead focusing solely on mRNA
counting to quantify gene expression. In this study, using
publicly accessible datasets, we uncover a heretofore unex-
plored source of systematic bias in the oligo(dT)-primed
forward RNA sequencing count data, whereby the under-
lying assumption that the number of cDNA fragments is
proportional to the number of mRNA molecules does not
hold true for all genes.

Using a dataset with ERCC spike-in control RNA frag-
ments, we show that when non-terminal alignments are re-
moved, the resulting accuracy of the output measurement
of known input quantities improves significantly. In the sub-
sequent analysis, we specifically pinpoint internal, genome-
encoded A-SNRs as the most likely culprit by showing that
there is a significant RNA coverage enrichment upstream of
these sequences and that this enrichment increases with the
increasing length of these A-SNRs. Based on these findings,
we then developed the first algorithm to remove sequenc-



ing alignments that likely originated from internal oligo(dT)
priming in forward RNA sequencing count methods. We
show that in all datasets studied for which a gold standard
measurement is available, removal of sequencing read align-
ments upstream of A-SNRs significantly improves the data
accuracy. We, therefore, infer that the phenomenon of inter-
nal priming is most likely common to all oligo(dT) priming-
based RNA counting approaches, which includes virtually
all currently used scRNA-seq methods.

Additionally, in all datasets tested, the resulting accuracy
after such specific optimized filtering was better than af-
ter indiscriminate removal of all non-terminal alignments
(i.e. the optimal minimal A-SNR length was always higher
than zero, see Materials and Methods). This is probably
the result of the genome reference transcript annotations to
date not yet being fully comprehensive. Because of the still
incomplete knowledge of alternative polyadenylation sites
across the genome, some of the alignments that are labeled
non-terminal may in fact be upstream of an unknown bio-
logically relevant transcript 3’ end and their indiscriminate
removal, which likely occurs to a much lesser extent dur-
ing the specific removal of alignments upstream of A-SNRs,
can lead to suboptimal data accuracy.

From our iterative optimization, we found that the opti-
mal filtering parameters (maximal coverage distance, mini-
mal A-SNR length and the maximal number of mismatches)
differ between datasets, which could be caused by the
protocol-specific differences. Outside of this study, these pa-
rameters may further vary across different tissue types, re-
search groups, and batches. As the optimal filtering param-
eters may be dataset-specific, we propose that obtaining a
random oligo-primed measurement from the same sample
for filtering parameter optimization may be the best way
to ensure maximal possible accuracy of oligo(dT)-primed
data.

However, most oligo(dT)-primed datasets usually do not
have their random oligo-primed counterparts to provide a
gold standard measurement. Additionally, the filtering pa-
rameter optimization process for each dataset is relatively
time-consuming, even with the use of high-performance
computing. Depending on the size of the dataset, a single
filtering task required up to about three hours of CPU time
(running a parallel process across 16 CPUs and using up to
120GB of RAM) and in order to find the optimal parame-
ters for a given dataset, it had to be filtered about 300 times,
using a different set of filtering parameters each time to
find their optimal combination. Depending on the compu-
tational resources available, the time required to carry out
this parameter optimization process can be significantly re-
duced by running these filtering tasks in parallel and using
randomly subsampled alignment files.

Therefore, alternatively, candidate values of these param-
eters may be estimated from the results in this study, ensur-
ing that filtering improves the accuracy of the sequencing
data, although perhaps not optimally so. Using an a pri-
ori known set of parameters, the filtering algorithm may
only be run once, significantly decreasing the computational
time required. In all datasets studied, almost all combina-
tions of the three filtering parameters yielded improvement
in data accuracy. One notable exception was the Lexo FWD
bulk dataset where filtering using values of minimal A-SNR
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length less than nine sometimes yielded a decrease in accu-
racy, whereby decreasing the maximal number of mismatches
allowed for lower minimal A-SNR lengths to be still benefi-
cial to the filtering process. Similarly, in both 10X single-cell
datasets studied, only combinations of low maximal cover-
age distance and low minimal A-SNR length yielded a de-
crease in data accuracy, especially at the higher maximal
number of mismatches allowed. In general, however, our ob-
servations suggest that filtering using our algorithm with
the maximal coverage distance of 300 and the minimal A-
SNR length of 10 with up to one mismatch should be guar-
anteed to improve the accuracy of any oligo(dT) priming-
based dataset.

Future studies may be needed to provide additional clar-
ifications about the nature of this phenomenon and fur-
ther optimize the data filtration algorithm. For example, in
this study, we assumed that internal oligo(dT) priming is
most likely to occur on genome-encoded poly(A) sequences
with only occasional (up to three) mismatches. While it is
well established that thymine nucleotides best hybridize to
adenines, their selective preference for the three possible
‘mismatches’ is less clear. For example, a previous study sug-
gests that oligo(dT)s may have a high hybridization rate also
onto AG-rich sequences (15). Furthermore, we did not fo-
cus on RNA sequencing methods that, following oligo(dT)
priming, use full transcript length sequencing to provide
gene expression quantification as well as splice variant in-
formation, such as SMART-seq. We hypothesize that these
methods may be similarly affected by internal priming, al-
though to a different extent.

Nevertheless, the findings in this study clearly demon-
strate that caution should be exercised when using oligo(dT)
priming-based forward RNA sequencing library prepara-
tion methods. An additional step of data analysis in the
form of filtering of the alignments that likely resulted from
internal oligo(dT) priming should be carried out, especially
when directly comparing relative expression of one gene to
another or inferring new 3’ untranslated region annotations
from this data, with special attention given to the genes we
have highlighted as those most likely to be affected by inter-
nal priming.
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Supplementary Data are available at NARGAB Online.
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